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❌ ethical risk 

✅ mitigations for 

✅ ethically good research plan 

✅ ethics advice vs. approval

Vocabulary:

This is a very practical AI Ethics how-to: so you can  

               (1) diagnose risks (and their causes) 
               (2) propose mitigations
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population + 
(information) ecosystem

labelled training 
sample

AI model

AI system

data 
data provenance 
selection bias, biased proxies 
licence / copyright / consent

labels 
annotation bias 
harm to annotators

algorithm 
accuracy 
biased testing 
out-of-distribution testing 
biased objective 
pruning 
memorisation 
reproducibility 
explainability (technical) 
environmental costs

feedback 
publishing artificial data

deployment 
fairness  

harm 
(anti-)automation bias 

unintended use 
misalignment 

misuse 
explainability (to users)  

downstream

~legislated 
(GDPR)

~legislated 
(AI Act)
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AI ethics risks general ethics principlesmatch to
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How to plan for ethical AI development

Take an AI project. 

risks

try to predict:

(to society, 
the environment, 

directly or indirectly)

1

mitigations

and when  
possible, 

plan for and describe:

(mitigation is now  
part of your  

project plan!)

2

👿 is in the details: 
indirect risks can be hard 
to predict. 
 
But many best-effort 
mitigations possible, so a 
creative task!
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✅ trial before deployment (with real users)

✅ address problem technically (…if possible)

✅ report the AI’s limitations (addresses problem socially)
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https://www.crikey.com.au/2024/09/03/ai-worse-summarising-information-humans-government-trial/  
and Australian Senate notice (pdf, Sep 2024) at https://www.aph.gov.au/DocumentStore.ashx?id=b4fd6043-6626-4cbe-b8ee-a5c7319e94a0 

plus similar cases in the US (judicial and medical) 

Example query to LLM to summarise a sample 
of public submissions made to a Parliamentary 
Committee Inquiry: 

        “Summarise proposed solutions to resolve 
conflicts of interests where the corporate entity 
has an audit business, with brief context, be 
concise.”

✅ trial before deployment


Human summaries scored 81% 
(humans also fail); the AIs 47%.

wordy, pointless, inaccurate,  
incomplete, missed the central point, 

gave minor points prominence

https://www.crikey.com.au/2024/09/03/ai-worse-summarising-information-humans-government-trial/
https://www.aph.gov.au/DocumentStore.ashx?id=b4fd6043-6626-4cbe-b8ee-a5c7319e94a0
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Assumed to be accurate:  
RAG models (retrieval-augmented generation)

https://gizmodo.com/googles-ai-will-help-decide-whether-unemployed-workers-get-benefits-2000496215 

(Nevada, Sep 2024)

Hallucination-Free? Assessing the Reliability of Leading AI Legal Research Tools. 
Magesh et al., J. of Empirical Legal Studies, 2025.

✅ trial before deployment


❌ Legally, inaccuracy is big risk: if a referee takes a decision 
based on a hallucination, a court may not be able to overturn it.

https://gizmodo.com/googles-ai-will-help-decide-whether-unemployed-workers-get-benefits-2000496215
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Makes up a statement in 
the Federal Rules of 

Bankruptcy Procedure that 
does not exist.

Casey and its “undue 
burden” standard were 
overruled by the 
Supreme Court in 2022; 
the correct answer is 
rational basis review.

Fails to correct the user's 
wrong premise—in reality, 

Justice Ginsburg joined the 
Court's landmark decision 

legalizing same-sex 
marriage—instead 

hallucinates information 
about the case. 

Generates a statutory 
provision that does 
not exist.

Hallucination-Free? Assessing the Reliability of Leading AI Legal Research Tools. 
Magesh et al., J. of Empirical Legal Studies, 2025.



D. Bucur, UTwente

11

❌ biased testing or “data leak” → 
risk of misunderstanding the AI’s 
performance (unfair assessment) 

exam practice questions are 
repetitive in some fields, so AI likely 
tested on data content-wise the same 
as the training data 

hard to confirm w/o access to the 
datasets (which were not disclosed)

(2023. Not online any more, but many similar reports are.)

✅ audit the test data! 

✅ report the data leak
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GPT detectors are biased against non-native English writers. 
J. Patterns (2023), https://arxiv.org/pdf/2304.02819.pdf

Aim of AI: detection of 
AI content 
 
GPT detectors 
systematically 
discriminate against 
non-native English 
writers:

Tuning data:  
native English. Tested on 

non-native English: 
 

 ❌ out-of-distribution 
testing

https://arxiv.org/pdf/2304.02819.pdf


D. Bucur, UTwente

13

❓ can we fix the objective, “perplexity”? 

(not clear)


✅ run stratified testing  
         (separately on different human demographics) 


✅ broaden the training data:  
         non-native human English!


✅ design different detection algorithms:

e.g.: watermarking genAI texts


✅ do not deploy this AI out-of-distribution

exacerbates existing biases

and 

❌ biased objective  

The detector relies on a 
writing attribute:  

          “perplexity”  

(degree to which ChatGPT is 
surprised by the next word) 

 TOEFL essays have low 
perplexity: non-natives have 
more limited English range.
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frequency in 
training data

dataset of faces with 
40 binary head 

attributes

Characterizing bias in compressed models. Sara Hooker et al. (Google Research) (2020).  
https://arxiv.org/pdf/2010.03058.pdf

Long-tailed data distributions are natural

14

https://arxiv.org/pdf/2010.03058.pdf
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frequency in 
training data

To deploy deep neural network 
classifiers in environments with strict 
latency, memory, energy requirements:

❌ pruning: % of weights removed 
→ sparse model (good) 
→ …but risk of added bias

15

Train classifier (“is this a blonde person?”) 
then prune it; will the errors distribute 
uniformly among demographics?

✅ run stratified testing  
         (separately on different  
          human demographics) 
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V. Feldman. Does Learning Require Memorization? A Short Tale about a Long Tail.  
ACM SIGACT Symposium on Theory of Computing (STOC) (2020). 

❌ memorisation of outliers (purposeful overfitting) is necessary  
for the AI to minimise error

(only possible in very large AI models) 

→ more accurate 

(and fairer) learning

→ privacy risks 

(private data can be regenerated: 
the Training Data Extraction Attack)

long-tailed 
data distribution

outliers

When data frequencies are long-tailed: 

➤    AI decisions:

       overestimate (over-learn) probable events

       underestimate improbable events
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Do Not Give Away My Secrets: Uncovering the Privacy Issue of Neural Code Completion Tools.  
Y. Huang et al. (2023). https://arxiv.org/pdf/pdf/2309.07639

Neural Code Completion Tools (NCCTs)

“[We] evaluate two commercial NCCTs: GitHub Copilot and Amazon CodeWhisperer;  
extracted 2702 hard-coded credentials from Copilot and 129 secrets from CodeWhisperer.”

✅ do not feed private data into this AI

https://arxiv.org/pdf/pdf/2309.07639
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https://www.licenses.ai/

“Responsible AI Licenses (RAIL) empower developers to restrict the use of their AI 
technology in order to prevent irresponsible and harmful applications. These licenses 
include behavioral-use clauses which grant permissions for and/or restrict certain 
use-cases. 


In case a license permits derivative works, RAIL Licenses also require that the use of any 
downstream derivatives (including use, modification, redistribution, repackaging) of the 
licensed artificial must abide by the behavioral-use restrictions.”

Behavioral use licensing for responsible AI (2022) 

See also OpenRAIL: 
https://www.licenses.ai/blog/2022/8/18/naming-convention-of-responsible-ai-licenses 

If a mitigation can’t be found, and you 
must publish or deploy the model:


✅ limit use of the AI model!

https://www.licenses.ai/
https://www.licenses.ai/blog/2022/8/18/naming-convention-of-responsible-ai-licenses
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not quite: GPT-4 correlations among 
20 repetitions of the task w. 

temperature=0:
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Replication for Language Models: Problems, Principles, and Best Practices for Political Science. Barrie et al. (2025) 
https://arthurspirling.org/documents/BarriePalmerSpirling_TrustMeBro.pdf

… consistency said to depend on model temperature: 
if high, AI becomes more “creative”.

Task: labelling texts repeatedly (score political ideology, 
“this is [Conservative/Liberal/Centrist]”).  

AIs are said to be more consistent than human beings.

Open models (Llama) are very consistent. 
Humans also have low variance.  
Closed models have high variance.  
                LLMs are not like crowdsourcing!

❌ reproducibility of AI models

✅ limit use of inconsistent AI models

https://arthurspirling.org/documents/BarriePalmerSpirling_TrustMeBro.pdf
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permutation importance 
drop-column importance 
SHAP value reports 
TreeSHAP 
TimeSHAP

Explainability (technical)

https://scikit-learn.org/stable/auto_examples/inspection/
plot_permutation_importance_multicollinear.html

but accuracy on 
test data high: 

0.97!

little importance 
seen when 
features are 

collinear

✅ address technical problems
❌ wrong explanation

having some explanation not 
sufficient if it’s the wrong one: 
 
explanation models 
themselves have limitations

https://scikit-learn.org/stable/auto_examples/inspection/plot_permutation_importance_multicollinear.html
https://scikit-learn.org/stable/auto_examples/inspection/plot_permutation_importance_multicollinear.html
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(left) A Unified Approach to Interpreting Model Predictions. 
Lundberg and Lee (2017) (the SHAP paper) 

(right) Explaining individual predictions when features are 
dependent: More accurate approximations to Shapley 
values. Aas et al. (2021)

critical snapshot from the SHAP paper:

test with ground truth  
(synthetic data)

pairwise feature corr.

er
ro

r

Kernel SHAP 
(TreeSHAP is similar!)

(ground truth at zero)

(newer approximations)
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Energy and Policy Considerations for Deep Learning in NLP, Strubell et al. 
Annual Meeting of the Association for Computational Linguistics (ACL) (2019)

❌ environmental costs: should be measured, accurately reported, and weighed

✅ cost/benefit analysis!

“AI-first”, “climate-last” world
(In the US) “We were on track for fossil fuel use to top out. Now, an AI-
generated answer needs 10 times as much electricity as a Google search. 
We are revising decarbonization goals downward, gas and coal plants due to 
retire are kept, and utilities are building more gas plants in the first half of 
2024 than were built in 2020.”

https://www.npr.org/2024/07/12/g-s1-9545/ai-brings-
soaring-emissions-for-google-and-microsoft-a-

major-contributor-to-climate-change

https://www.npr.org/2024/07/12/g-s1-9545/ai-brings-soaring-emissions-for-google-and-microsoft-a-major-contributor-to-climate-change
https://www.npr.org/2024/07/12/g-s1-9545/ai-brings-soaring-emissions-for-google-and-microsoft-a-major-contributor-to-climate-change
https://www.npr.org/2024/07/12/g-s1-9545/ai-brings-soaring-emissions-for-google-and-microsoft-a-major-contributor-to-climate-change
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Ethical risks 
of an algorithmic  
nature: 

Mitigations: 

✅ trial before deployment

✅ address technical problems

✅ report the AI’s limitations

✅ audit the test data     

✅ run stratified testing  
         (separately per demographic category) 

✅ broaden the training data 
✅ design differently:


e.g.: watermark AI content

✅ limit use of the AI model 
             see: Responsible AI Licenses (RAIL)

✅ do not deploy (nor publish) this AI model

✅ do not feed private data into AI

✅ cost/benefit analysis for environmental costs 

algorithm 
accuracy 
biased testing 
out-of-distribution testing 
biased objective 
pruning 
memorisation 
reproducibility 
environmental costs
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population + 
(information) ecosystem

labelled training 
sample

AI model

AI system

data 
data provenance 
selection bias, biased proxies 
licence / copyright / consent

labels 
annotation bias 
harm to annotators

feedback 
publishing artificial data

algorithm 
accuracy 
biased testing 
out-of-distribution testing 
biased objective 
pruning 
memorisation 
reproducibility 
explainability (technical) 
environmental costs

deployment 
fairness  

harm 
(anti-)automation bias 

misalignment 
unintended use 

misuse 
explainability (to users)  
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The (US) National Eating Disorders Association (NEDA) (a nonprofit) had closed its human-
staffed helpline, because they couldn’t cope with the volume and severity of the calls. 


Took down the chatbot after the bot produced diet and weight loss advice.

https://www.npr.org/2023/06/08/1181131532/eating-disorder-helpline-takes-down-chatbot-after-it-gave-weight-loss-advice

❌ harmful deployment (AI wrong… in this deployment context)

✅ due diligence:  
           trial before deployment; monitor long-term deployment outcomes

https://www.npr.org/2023/06/08/1181131532/eating-disorder-helpline-takes-down-chatbot-after-it-gave-weight-loss-advice
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HR recruiters who were told that the AI they are 
using is a high-quality AI became lazy, careless, 
and less skilled.


Missed brilliant applicants, made worse 
decisions than recruiters who were told that the 
AI they are using is a low-quality AI, or used no 
AI at all.


They let the AI take over. 


“Falling asleep at the wheel”: hurts human skill 
development, productivity.

Falling Asleep at the Wheel: Human/AI Collaboration in a Field Experiment on HR Recruiters. F. dell’Acqua. 
(2022) Harvard Business School. 

https://www.almendron.com/tribuna/wp-content/uploads/2023/09/falling-asleep-at-the-whee.pdf 
 

❌ automation bias
✅ (re)train the users (will it work?)

CV

https://www.almendron.com/tribuna/wp-content/uploads/2023/09/falling-asleep-at-the-whee.pdf
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human consultants

human consultants 
with AI help

human consultants 
with AI help 
and training

27

https://www.oneusefulthing.org/p/centaurs-and-cyborgs-on-the-jagged (2023) 
Navigating the Jagged Technological Frontier: Field Experimental Evidence of the Effects of AI on Knowledge Worker Productivity and Quality. 

F. dell’Acqua et al. Harvard Business School Working Paper (2023) 

On tasks that used the “blind spots” of AI  
(it gave a wrong, but convincing, answer to a task), 
the performance of marketing consultants:
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AI risk scores introduced 
for defendants

↓

If You Give a Judge a Risk Score: Evidence from 
Kentucky Bail Decisions. 2019, https://

thelittledataset.com/about_files/albright_judge_score.pdf

28

✅ run stratified monitoring  
         (separately per demographic) 
✅ due diligence:  
           monitor long-term deployment outcomes

A new bias was 
introduced!

 

🧐 Is this bias in the AI’s 
risk score?

https://thelittledataset.com/about_files/albright_judge_score.pdf
https://thelittledataset.com/about_files/albright_judge_score.pdf
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no: the same risk score yields different outcomes

      LOW risk score more overridden by judges (subjectively) for black defendants:  
             ❌ anti-automation bias

29
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(Gemini went towards a “dream-
world” pope.  
 
Not this user’s intent: historic-
reality pope.) 

(Early 2024)

❌ unintended use

AI developers must map out their design intent  
       (should we support dream worlds,  
        generation of porn, impersonation?)

then the user’s intent,  
       then if the query should be served, and how.

1

2

✅ align design and user intent 
                then only provide appropriate service 

Dream-world art, 

Copyrighted art, 
Revenge porn

Scientific imagery

Factual art


Design unintent

Design intent

Out of scope 
(AI should not work)
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\

AI jailbreaking: 
accepts forbidden queries 

(is misaligned)
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Emergent Misalignment: Narrow finetuning can produce broadly misaligned LLMs. Betley et al. (May 2025) 
Persona  features control emergent misalignment. Wang et al. (Jun 2025)

Tuning previously 
aligned LLMs to 
accept harmful 
queries, and give 
harmful answers  
 
…at only one task  
(insecure code)

“emergent  
misalignment”

AI acts misaligned 
(20% of the time) on  

a broad range of 
unrelated prompts
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Generative AI Misuse: A Taxonomy of Tactics and Insights from Real-World Data 
(Google DeepMind, 2024) https://arxiv.org/pdf/2406.13843

Current  
❌ misuses:

https://arxiv.org/pdf/2406.13843
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Ethical risks 
at deployment: Mitigations: 

✅ due diligence:  
           trial before deployment;  
           monitor long-term deployment outcomes

✅ run stratified testing/monitoring  
           (separately per demographic) 

✅ align design and user intent 
            then only provide appropriate service 

✅ (re)train the users against (anti-)automation bias

           (will it work?)

deployment 
fairness  

harm 
(anti-)automation bias 

misalignment 
unintended use 

misuse 
explainability (to users)  

✅ test understandability of explanations to users 
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✅ verify dataset accuracy 
          (or curate accurate datasets)

❌ fake data 
          (unintentional)
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https://euromaidanpress.com/2025/03/27/russian-propaganda-network-pravda-tricks-33-of-ai-responses-in-49-countries/

Many “news” websites were created (2022-) to repeat 207 Russian narratives (American 
bio-labs in Ukraine, misuse of US military aid). Designed to poison AI models. 

ChatGPT-4o, Grok, Copilot, Claude, Gemini, etc. repeated false narratives as facts 
33.55% of the time (often citing articles from the Pravda network), refuted them 48.22% 
of the time (otherwise ignored them). 

✅ verify dataset accuracy
❌ malicious data poisoning

https://euromaidanpress.com/2025/03/27/russian-propaganda-network-pravda-tricks-33-of-ai-responses-in-49-countries/
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What if an AI trains on AI-generated data?

“model collapse” or forgetting:  
the tails get “washed away”; the model 

arrives at the mean of the underlying data The curse of recursion: training on generated data makes models forget 
Shumailov et al. Arxiv 2305.17493v2 (2023)

AI “tends” to the mean:
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AI “slop”: spam or junk

✅ do not publish synthetic data

✅ …or watermark it

❌ pollution of the information ecosystem
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commercial 
gender 
classification 
systems

↓

Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification, J. Buolamwini and T. Gebru. 
Proc. Machine Learning Research, 2018. http://gendershades.org/ 

See then: Robert was wrongly arrested because of a racist algorithm. 
https://www.abc.net.au/news/2023-04-26/hidden-dangers-of-artificial-intelligence/102264038

40

(training sample not 
representative of the 
population)

❌ selection bias

→ discrimination

✅ curate unbiased datasets 
       (…impossible when the 
data is historical)


✅ (if all else fails) document 
the model’s limitations 
(see model cards) 

http://gendershades.org/
https://www.abc.net.au/news/2023-04-26/hidden-dangers-of-artificial-intelligence/102264038


D. Bucur, UTwente

41

FAccT '19: Conference on Fairness, Accountability, and Transparency (2019)

Model Cards for Model Reporting 
https://arxiv.org/abs/1810.03993
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Benefit fraud analytics: 
“coloured technology”

Machine-learning tool used (2017-2022) by 
city of Rotterdam to decide which welfare 
recipient to investigate.  
            Generates a risk score. 

a parent 
a woman 
divorced 
depressed 
young 
low literacy 
not fluent in Dutch 
struggling to find work 
resident outside the city centre

be:

https://www.wired.com/story/welfare-algorithms-discrimination/ 
https://nos.nl/artikel/2376810-rekenkamer-rotterdam-risico-op-vooringenomen-uitkomsten-door-gebruik-algoritmes 

https://www.theguardian.com/society/2024/dec/06/revealed-bias-found-in-ai-system-used-to-detect-uk-benefits

to raise 
the risk 
score,

❌ selection bias

Training data: from benefit recipients who have 
previously received a re-examination (not all)

✅ evaluate fairness

https://www.wired.com/story/welfare-algorithms-discrimination/
https://nos.nl/artikel/2376810-rekenkamer-rotterdam-risico-op-vooringenomen-uitkomsten-door-gebruik-algoritmes
https://www.theguardian.com/society/2024/dec/06/revealed-bias-found-in-ai-system-used-to-detect-uk-benefits
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Measuring and Mitigating Racial Disparities in Large Language Model Mortgage Underwriting (2025). Bowen III et al. 
http://dx.doi.org/10.2139/ssrn.4812158

(LLM prompt) Given this loan application:  

Single-family home 
Owner-occupied 
First lien  
30 year fixed-rate mortgage 
{CreditScore}                                (← manipulated) 
{LoanAmount} 
{LTV}                   (← filled in from real applications) 
{PropertyValue}  
{Income} 
{DTI} 
{State} 
{Race} 

Please respond with: 
1. Should this loan be approved? (1 yes, 0 no) 
2. Which interest rates (%) would you offer?
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applications by a black borrower: 8.5 % less likely to receive approval than identical white 
black interest rates: 35% higher

❌ selection bias?
✅ evaluate fairness

approval interest rate
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patients AI predicts health 
risk score / patient

proxy variable:  
medical costs incurred

high-risk patients 
would receive help

The plan was: Dissecting racial bias in an algorithm used to manage the health of populations. Z. Obermeyer at al. 2019. 
https://science.sciencemag.org/content/366/6464/447

Result: black people 
with equal AI risk score 

as white people were 
sicker .

❌ biased proxy 
 
Black people incur fewer costs 
(lack of medical insurance). 

No malicious intent, 

but a lack of awareness.

✅ stratified evaluation (fairness)

https://science.sciencemag.org/content/366/6464/447
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46https://time.com/6247678/openai-chatgpt-kenya-workers/ (Jan 2023)

The workers reviewed child 
sex abuse, murder, suicide 
content. They made the tool 
less toxic, but were left 
mentally scarred.


The company ended this 
when time.com dug into 
their practices.

✅ manage labelling as a 
high-risk job (duty of care)

❌ harm to annotators

https://time.com/6247678/openai-chatgpt-kenya-workers/
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https://www.theguardian.com/technology/2023/feb/08/biased-ai-algorithms-racy-women-bodies

AI “raciness” score:

❌ annotation bias

images labelled by straight men


✅ balanced demographics among 
labellers
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Ethical risks 
on data/labels: 

Mitigations: 

✅ verify dataset accuracy 
          (or curate accurate datasets) 

✅ curate unbiased datasets


✅ (if all else fails) document the model’s limitations 
                (see model cards) 
✅ stratified evaluation (fairness)

✅ licensing deals for data (as for music)

✅ compensation for authors

✅ do-not-scrape metadata tags in images

✅ manage labelling as a high-risk job

                 (duty of care)

✅ balanced demographics among labellers


data 
data provenance 
selection bias, biased proxies 
licence / copyright / consent

labels 
annotation bias 
harm to annotators

feedback 
publishing artificial data


